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STUDYING GENETIC ORIGINS OF BEHAVIOUR: 
FRUIT FLIES, KNOCKOUT MICE, HUMANS AND 
SLEEP 
 
     The twenty-first century seems to be the age o f 
studying the genetic origins of behaviour. The ever -
increasing knowledge about genes fuels more researc h into 
genetic origins.  
 
     Generally genetic origins of behaviour can be 
studied in three ways: 
 
i) Manipulation of genes in fruit flies; 
ii) Use of "knockout mice"; 
iii) Genetic history and human case studies. 
 
     Each method has advantages and disadvantages, or 
they can be combined to gain a more detailed pictur e of 
behaviour, in this case, sleep. 
 
     Generally animal models for human behaviour ar e used 
in two ways (Maxson 2003): 
 
a) To identify and map genes with effects on human 
behaviour: eg alcoholism and mice; 
 
b) To develop hypotheses about the biological cause s of 
human behaviour: eg memory in aplysia (mollusc), fr uit 
flies, and mice. 
 
 
FRUIT FLIES 
 
     The fruit fly (Drosophila) has become the stal wart 
of genetic research in all areas 1, mainly because they 
have only four pairs of chromosomes (Taylor 2007) ( table 
1). 
     Fruit flies produce a large amount of saliva, and 
this contains the chromosomes which are one thousan d 
times larger than normal (Brookes 2001). 
 
     Fruit fly studies have been most helpful in 
understanding the genes involved in circadian rhyth ms 
over the last thirty years 2. These genes have names like 
"period", "timeless", "Clock", and "doubletime" (Wa ger-
Smith and Kay 2000). Findings are then moved to mic e, 
though the circadian process is genetically slightl y 
different in mice to flies.  
 

1 Database of research at http://flybase.bio.indiana.edu. 
2 First gene ("period")  identified by Konopka and Benzer 1971). 
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     Recently, Ganguly-Fitzgerald et al (2006) foun d 
differences in length of sleep depending upon socia l 
activity during waking. Those flies with an enriche d 
social environment slept longer, particularly in th e day, 
than those with an impoverished one. The length of sleep 
was linked to pathways in the brain related to lear ning 
and memory, and to seventeen different genes (of fo rty-
three tested).  
     Socially enriched environments contained thirt y 
flies, while socially impoverished flies were kept alone. 
The effect of interaction on sleep did not occur wh en 
groups of vision, olfactory, or hearing impaired fl ies 
were used. 
 
     Yuan et al (2006) investigated the role of the  
neurotransmitter, serotonin, in the sleep. Fruit fl ies 
with three genetically altered expressions of serot onin 
receptors were used, and one of these mutations (d5 -HT1A) 
had shorter and fragmented sleep compared to others . The 
significant differences (p<0.01) were: 
 
� Less than 600 minutes per 24 hours of total sleep 

versus approximately 800 minutes in controls; 
� Average length of sleep bouts less than 20 minutes 

versus nearly 30 minutes in controls; 
� Equal amounts of daytime sleep, but less at night; 
� Over twenty bouts of sleep per night versus fifteen  in 

controls; 
� In situations of constant darkness, 30% reduction i n 

sleep amount. 
 
     In a slightly different type of study, using w ild-
type strains, Cirelli et al (2005) screened 9000 
different lines of flies to find one that slept muc h less 
than the average (called "minisleep") (eg 4-5 hours  per 
day versus 9-15 hours). The researchers isolated th e 
cause to a recessive 3 gene mutation on the X chromosome 
through selective breeding over five generations. 
 
     Greenspan et al (2001) are optimistic about th e use 
of fruit flies to study sleep: "Once again flies ar e 
proving that they are more like us than one might t hink" 
(p145). 
 
 
 
 
 
 
 

3 Recessive genes require both copies before manifesting the effect, while dominant genes only need 
one copy from either the biological mother or father. 
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ADVANTAGES 
 
1. Similarity between fruit-fly and mammalian sleep .   
      Fruit flies show following criteria used to d efine mammalian 
sleep: reduced responsiveness to external stimuli, circadian rhythms 
of sleep and waking patterns, "rebound" after sleep  deprivation (ie 
increased sleep to compensate for loss), age differ ences (eg young 
sleep longer, old have fragmented and less sleep), and caffeine 
increases waking (Greenspan et al 2001). 
 
2. Possible to manipulate genes in a way not possib le with humans. 
 
3. Short life allows observation across whole lifes pan and many 
generations.  
      Males become sexually mature 12 hours after b irth and females 
three days with lifespan of approximately 15 days ( five as adults) 
(Taylor 2007). 
 
4. Limited number of genes to study, and large chro mosomes in saliva. 
 
5. Generates findings that can be tested and applie d to humans, and 
opens the way to studying difficult questions. 
      "Genetics are the shock-troops of biology" (E dgar and Epstein 
1965). 
 
6. Can be controlled and kept in lab conditions. 
 
7. Similarity of genes to humans: eg 74% of human d isease-causing 
genes (Reiter 2003). 
 
8. Similarity of biological pathways in invertebrat es and 
vertebrates. 
 
9. Prolific and easy to breed, particularly as gene tically identical. 
 
10. Processes found in flies and in humans suggest an evolutionary 
basis. 
 
11. Allows testing of sleep mechanisms independentl y of circadian 
rhythms: ie mutants mean that surgery to parts of t he brain is not 
needed as in mammals. 
 
12. Ability to isolate genes in way not possible wi th knockout mice 
(Greenspan et al 2001). 
 
 
DISADVANTAGES 
 
1. Limited applicability of results to humans, part icularly as only 
four pairs of chromosomes compared to 23 pairs in h umans. 
 
2. Ethics of using animals in such ways. However, t his is less of an 
issue because few people feel as strongly against t he use of fruit 
flies as with mammals.  
      Fruit flies with different genetic variations  can be ordered 
from suppliers' catalogues by stock number and name : eg Yuan et al 
(2006) used catalogue number/name: e01363/5HT2RB am ong others. 
 
3. There are genetic differences: eg 1 X sex chromo some produces a 
male and XX produces a female compared to XX (femal e) and XY (male) 
in humans. 
 
4. Only small number of genes will make a differenc e if genes work by 
their interactions rather than individually. 
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5. Genetic manipulation can produce unexpected resu lts, particularly 
if genes have more than one function or role. 
 
6. Ignores the ability of humans to learn and adapt . 
 
7. Problems in observing sleep in small insects. It  requires using 
visual, infrared, and ultrasound equipment (Greensp an et al 2001). 
 
8. Genes varying in animals may not vary in humans or vice versa: ie 
same genes but different roles in animals and human s (eg "dunce" gene 
involved in memory formation in flies, but in mood in humans; Davis 
2005). 
 
9. If sleep is a whole brain process, then isolatin g individual genes 
is of limited use. 
 
Table 1 - Advantages and disadvantages of using fru it 
flies to study genetics of sleep in humans. 
 
 
 
KNOCKOUT MICE 
 
     "Knockout mice" are those animals with specifi c 
genes "turned off" in order to see the effect. The gene 
has been inactivated by replacing it with an artifi cial 
piece of DNA. The observed effect is then used to 
understand the normal role of the gene (table 2). 
     Breeding programmes then produce more animals with 
that gene turned off. Newman (2007) noted that the 
International Mouse Knockout Consortium's desire to  have 
20 000 different knockout mice (each with one gene turned 
off) will need a breeding programme of seven millio n 
animals to maintain it. 
 
     Knockout mice are made by taking embryonic ste m 
cells from a four day old embryo. An artificial pie ce of 
DNA is inserted into the cells in a process called gene 
targeting or homologous recombination, and then the  cells 
are injected back into the embryo (National Human G enome 
Research Institute 2007). An alternative known as g ene 
trapping places random DNA rather than non-active p ieces 
into the cells. 
 
     In terms of studying sleep disorders, Chemelli  et al 
(1999) turned off a gene related to orexin producti on and 
produced behaviour in the mice similar to narcoleps y (eg 
sudden onset of sleep; unusual EEG patterns). 
 
 
HUMAN CASE STUDIES 
 
     Work with humans involves studying specific 
individuals or groups and then constructing a genet ic 
history to isolate specific genes from blood sample s 
(table 3). 
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ADVANTAGES 
 
1. Humans and mice share many genes. 
 
2. Saves time for researchers and allows them to fo cus on the 
particular gene of interest.  
 
3. Involves studying live animals. 
 
4. Can be controlled and bred relatively easily in labs. 
 
5. Exact details of the effects of the genes can be  ascertained from 
observation from life and from post-mortem studies of the brain. 
 
6. Allows elaboration on observation from studying humans. 
 
7. Can lead to discovery of causes of behaviour (wh ich can then be 
tested on humans). 
 
8.. Whole lifespan and subsequent generations can b e studied. 
 
9. Good way to test hypotheses when it is not known  which gene 
involved in behaviour. 
 
10. Processes found in mice and in humans suggest a n evolutionary 
basis. 
 
11. Human sleep disorders, like advanced sleep phas e syndrome, show 
similarities to lab mice with mutations to a partic ular gene ("dbt"; 
"doubletime") controlling circadian rhythms (Wager- Smith and Kay 
2000). 
 
 
DISADVANTAGES 
 
1. Turning off a gene and seeing the effect is not necessarily the 
same as understanding the gene turned on. Assumptio ns have to be made 
about what is happening (ie deducing from the pheno type 4). Other 
genes may compensate for the loss in some way. 
 
2. Turning off a gene can produce a different effec t in mice than in 
humans, no effect in mice but in humans, or vice ve rsa. 
 
3. Effects observed may be due to the interaction o f genes not just 
the one gene being turned off. 
 
4. Genetic manipulation can produce unexpected resu lts including pain 
and distress to the animal. 
 
5. Ethics of using animals in this way, particularl y as they are sold 
as products by bio-engineering companies.  
      For example, Tafti and Franken (2006) claimed  the "creation" of 
four new strains of transgenic mouse to study sleep . 
 
6. Genetically manipulated animals are not the same  as "normal" ones. 
 
7. Human sleep disorders may be genetically complex  and not amenable 
to the single gene approach, and sleep may be a who le brain process. 

4 Phenotype is the actual behaviour manifest by the gene. 



9 

 

8. Ignores the flexibility of humans to learn. 
 
9. Some knockouts are lethal (eg 15%; National Huma n Genome Research 
Institute 2007), and the mouse does not live to adu lthood. Some genes 
may serve different functions in adulthood than in embryos or 
infants, and this cannot be established. 
 
10. Gene trapping is a random process and there is no guarantee that 
anything will happen. 
 
11. Different to flies in some biological processes  (eg circadian 
rhythms), so there must be differences to humans. 
 
12. Same gene but different roles in animals and hu mans, and genes 
may have more than one role. 
 
Table 2 - Advantages and disadvantages of using kno ckout 
mice to study genetics of sleep in humans. 
 
 
 
     In the case of the sleep disorder, narcolepsy,  for 
example, first degree relatives (eg mother, father,  
siblings) of patients with narcolepsy have up to fo rty 
times greater risk of developing the condition (Tah eri 
and Mignot 2002). A number of genetic factors have been 
studied in such families. 
 
     Twin studies, both monozygotic (MZ; identical)  and 
dizygotic (DZ; non-identical), can be used. If one twin 
has a particular behaviour or disorder, how often t he 
other twin has the same thing is calculated as the 
concordance rate. With MZ twins, who have the same genes, 
a concordance rate of 100% (1.0) would mean every t ime 
one twin has the behaviour or disorder so does the other 
twin. Thus it would be entirely inherited. A concor dance 
rate of 0% would be the complete opposite. Furtherm ore, 
the concordance rate for MZ twins should be higher than 
of DZ twins if the behaviour or disorder is inherit ed.  
 
     In reality, the concordance rates vary in MZ t wins 
for different aspects of sleep: eg 80% (0.80) for a wake-
resting EEG patterns, 50% (0.50) for sleepwalking a nd 
night terrors (vs 10-15% for DZ twins) (Taheri and Mignon 
2002).  
 
     Xu et al (2005) constructed a family tree for 
advanced sleep phase syndrome to show the genetic b asis 
(PER 2 gene). The sufferers fell asleep early in th e 
evening (eg 7-8pm) and woke early the next morning (eg 4-
5am). Onset of the condition occurred between early  
childhood and the mid-teens. In the family, the 
grandmother was a sufferer, and so were three of he r four 
daughters, and one granddaughter. 
 
     Restless legs syndrome (RLS) (or Ekbom's syndr ome; 
Ekbom 1960) is the involuntary movement of the legs  
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during non-rapid eye movement (NREM) sleep which di srupts 
the sleep.  
     In family studies, working with a sufferer 
(proband), the researchers try to discover how many  first 
degree relatives also have the same condition. A fe w of 
the studies use control groups. The frequency of RL S in 
families of sufferers varies between 40-90% dependi ng on 
the study (Winkelmann and Ferini-Strambi 2006). 
     Linkage studies 5 initially suggested genes on 
chromosome 12 (known as RLS1) in a South Tyrol fami ly and 
an Icelandic sample, and then chromosome 14 (RLS2) (an 
Italian family), and 9 (RLS3) (two US families) 
(Winkelmann 2006; Winkelmann and Ferini-Strambi 200 6). 
 
 
 
ADVANTAGES 
 
1. Studying humans sleeping is the best way to stud y human sleep 
behaviour. 
 
2. Individuals with sleep disorders are better to s tudy than 
"manufactured" animal versions. 
 
3. Study specialist populations/families where slee p disorders more 
common. 
 
4. Patient can talk about the experience of sleep o r the disorder. 
 
5. Can study patients with EEG or neuroimaging. 
 
6. Can study sleep as a whole brain process. 
 
 
DISADVANTAGES 
 
1. Not possible to genetically manipulate. 
 
2. Dependent on cases available, particularly for r are sleep 
disorders. 
 
3. Limited knowledge of cases before came to notice  of medical staff 
or came to the study. 
 
4. Limitations on how they can be studied (eg lengt h of sleep 
deprivation) compared to animals. 
 
5. Cannot really know what is happening at the micr oscopic level in 
the brain. 
 
6. Limitations of EEG and neuroimaging. 
 
Table 3 - Advantages and disadvantages of human cas e 
studies to study genetics of sleep in humans. 
 

5 Linkage studies segregates the family members with or without the condition. It is possible to focus 
upon a particular loci (position on the chromosome), and to see which copies (allele) exists there for 
ill family members as opposed to healthy ones. 
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     Humans can also be studied by looking at post- mortem 
brains (table 4), particularly for those with sleep  
disorders: eg less orexin neurons in narcoleptics 
(Thannickel et al 2000). 
 
 
 
ADVANTAGES 
 
1. Detailed look inside the brain. 
 
2. Study parts of brain in microscopic detail. 
 
3. Studying humans not animals. 
 
 
DISADVANTAGES 
 
1. Death may cause change to brain. 
 
2. Confounding variables, like drug addiction, may distort findings. 
 
3. Have to wait for patient to die. 
 
Table 4 - Advantages and disadvantages of post-mort em 
human case studies to study genetics of sleep in hu mans. 
 
 
 
CONCLUSIONS 
 
     Taheri and Mignon (2002) saw the benefits of a nimal 
models to study the genetics of sleep, but as 
complementary to large scale human studies. 
     Animal models are most effective for understan ding 
disorders. For example, work on the genes that cont rol 
circadian rhythms in both flies and mice have helpe d in 
the understanding of human sleep-wake disorders, li ke 
delayed sleep phase syndrome (Wager-Smith and Kay 2 000). 
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WATCHING PEOPLE HAVE SEX IN THE NAME OF 
SCIENCE: CONTROLLED OBSERVATION VERSUS 
PARTICIPANT OBSERVATION 
 
INTRODUCTION 
 
     Observation is the cornerstone of much researc h. 
Marshall and Rossman (1989) described it as "a syst ematic 
description of events, behaviours and artifacts in the 
social setting under study".  
     It allows the researcher to see for themselves , and 
avoids the bias of participants' self-reports. The 
question is, then, where should the observation tak e 
place - in the researcher's or the participant's no rmal 
environment.  
     The controlled observation (CO) involves the 
participants coming to the lab and being observed t here 
(non-participant observation), while participant 
observation (PO) has the researcher going to the 
participant's normal environment and becoming part of 
that social world. Both methods have been used to s tudy 
sexual behaviour, and, as with all methods, there a re 
strengths and weaknesses (table 5). 
 
 

 
 
Table 5 - Main advantage and disadvantage of CO and  PO 
methods. 
 
 
CONTROLLED OBSERVATION 
 
     The CO is an observation that takes place in a  
laboratory situation. It is not an experiment becau se 
there is no manipulation of the independent variabl e. 
 
     Masters and Johnson (1966) were the first to s tudy 
human sexual arousal with lab observations. A numbe r of 
physiological measures were used including heart ra te 
(electrocardiogram), muscle tension (electromyogram ), and 
internal vaginal changes (using artificial coital 

TYPE OF 
OBSERVATION 

ADVANTAGE DISADVANTAGE 

Controlled  Allows controlled 
measurement of 
behaviour  

Participants are 
taken out of 
their normal 
environment  

Participant  Takes place in 
participant's 
normal 
environment  

Effect on 
situation of 
presence of 
observer as 
participant  
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equipment). Initially a small group of prostitutes were 
used, but later 382 female and 312 male community 
volunteers were studied. The age ranged from 18 to 89 
years. In total, over 10 000 "orgasmic sexual respo nses" 
were studied.  
 
     The researchers dealt with a number of concern s from 
the research: 
 
� The motivation of volunteers to have sex "in public " - 

Extensive pre-study interviews; 
 
� Confidentiality and anonymity - Masters and Johnson  

found that the part of the hospital where they had a 
research suite became very busy with passers-by in the 
corridor. There was a lot of curiosity to see who w as 
taking part. So the research was switched to "outsi de 
office hours" to avoid sightseers 

 
� The problem of performing "in public" - There were 

practice sessions in the research suite to overcome  
nervousness. 

 
     Table 6 summarises the strengths and weaknesse s of 
the use of the CO to study sexual behaviour. 
 
 
PARTICIPANT OBSERVATION 
 
     The PO method allows the researcher to observe  the 
participants in their normal environments, while, o ften, 
hiding their identity as a researcher.  
 
     Patton (1980) distinguished four types of 
participant observation based on the relationship b etween 
being an observer and being a participant: 
 
     i) Full participant (sometimes called active 
participant) - The researcher is known as a group m ember 
only. Thus their identity as a researcher is known by no 
one in the group studied;     
 
     ii) Participant as observer - The researcher's  
identity is known to some members of the group, lik e the 
leaders, only. 
 
     iii) Observer as participant (sometimes called  
passive participation) - The researcher's identity is 
known to the group as they join in the group's 
activities; 
 
     iv) Full observer - This is non-participant 
observation. 
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Table 6 - Advantages and disadvantages of the CO to  study 
sexual behaviour. 
 
 
     A classic study using the PO method is Humphre ys 
(1970). He studied the behaviour of men engaged in 
anonymous sex with other men in public toilets (cal led 
"tearooms" by these men).  
     Initially, he tried non-participant observatio n by 
visiting the toilets, but the "tearoom trade" stopp ed 
when he arrived. To overcome this problem, Humphrey s 
became a "watchqueen" (a look-out for police office rs and 
strangers as this behaviour was illegal at the time ). 

ADVANTAGES DISADVANTAGES 

1. Allows physiological 
measures that cannot be 
gained in everyday 
situations. 
 
2. Allows the use of 
sophisticated equipment to 
measure aspects of 
behaviour. 
 
3. Data are collected as 
they happen, and from 
multiple sources (eg: 
machines and human 
observers). 
 
4. More flexible than an 
experiment which has to 
maintain strict design 
controls in all conditions. 
 
5. Stricter control than 
the naturalistic 
observation, and some form 
of replication possible. 
 
6. Overcomes problems of 
honesty of self-reported 
questionnaires. 
 
7. Can observe details that 
participant may not know 
themselves (eg: how body 
changes during orgasm). 
 
8. Use of volunteers 
overcomes ethical issues of 
invasion of privacy. 

1. Individuals know they 
are being studied, and this 
may change their behaviour 
in some way (known as 
participant reactivity).  
 
2. Individuals who 
volunteer to be studied 
during sexual activity are 
not typical of the general 
population. 
 
3. Low ecological validity. 
It is not the same as being 
in the normal environment. 
 
4. Focus upon physiological 
workings of body and overt 
behaviour during sex, but 
not the meanings to the 
individual. 
 
5. Expensive and time-
consuming compared to 
questionnaires. 
 
6. Ethics of watching 
individuals involved in 
sexual activity. 
 
7. Not an experiment, so 
limited ability to 
establish cause and effect. 
 
8. Practical problems like 
having sexual intercourse 
while attached to various 
physiological measures. 
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     Thus Humphreys could be in the situation to ob serve 
it without causing the participants to behave 
differently. This was crucial because it is a very 
secretive behaviour not usually open to research 
scrutiny. 
     Table 7 summarises the advantages and disadvan tages 
of using PO to study sexual behaviour. 
 
 

 
 
Table 7 - Advantages and disadvantages of PO to stu dy 
sexual behaviour. 
 
 

ADVANTAGES DISADVANTAGES 

1. Allows researcher to 
study behaviour that is 
usually hidden and secret. 
 
2. Because the researcher 
is accepted as a member of 
the group, there is less 
reactivity by participants. 
 
3. Builds relationships 
that allows deeper 
insights. 
 
4. High ecological 
validity.  
 
5. Does not involve 
manipulation of variables 
as in an experiment. 
 
6. Allows the researcher to 
see the behaviour in 
context and build a 
holistic picture rather 
than focusing on specific 
variables. 
 
7. Can lead to more 
specific hypotheses for 
future research. 

1. The presence of the 
observer as a participant 
may change the situation. 
 
2. The observer can become 
involved in the situation, 
and thereby less objective. 
 
3. The ethics of hiding 
identity of researcher from 
participants (ie 
deception). Also those 
being observed do not the 
right to non-participation 
in the research, or give 
informed consent. 
 
4. If participants know 
researcher is in their 
midst, they may change 
their behaviour. 
 
5. The ethics for the 
researcher of being 
involved in an illegal 
activity. 
 
6. Sometimes information 
cannot be recorded until 
later, and the researcher 
may have forgotten 
something (risk of observer 
bias). 
 
7. There is only the 
researcher's report of 
events, and no independent 
verification. 
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ETHICAL ISSUES 
 
     All research involves the need for awareness o f 
ethical issues, and both these types of observation  have 
particular ethical concerns (table 8). Participant 
observation has more concerns including deception a s the 
researcher hides their identity, lack of informed 
consent, and no right to non-participation in the 
research. 
 
 

 
  
Table 8 - Ethical issues of CO and PO when studying  
sexual activity. 
 
 
     Generally it is accepted that informed consent  is 
not required for observations in a public place, bu t, 
though Humphreys was observing public toilets, the 
behaviour was private.  
 
     Many researchers argue that deception is a nec essary 
evil in order to gain accurate results. This has le d the 
American Psychological Association (1973) to list f ive 
conditions that may make deception acceptable: 
 
� The result problem is of great importance; 
� The research cannot be accomplished without decepti on; 
� There is sufficient reason to believe that the 

ETHICAL ISSUE  CO COVERT PO 

Informed consent Gained Not gained 

Deception Not problem Researcher hiding 
identity and 
purpose 

Debriefing Given Not possible 

Right of non-
participation 

Yes No 

Right of 
withdrawal 

Yes No 

Confidentiality Identity of 
participants 
hidden by use of 
numbers not names 

Some; depends how 
well researcher 
gets to know 
participants 

Invasion of 
privacy 

Use of volunteers Invasion 

Risk and distress Participants 
fully aware of 
what volunteering 
for 

Embarrassment of 
being observed 
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participants will not be distressed when later find ings 
out about the deception; 

� The participants still have the right to withdraw f rom 
the research at any time; 

� The researcher takes full responsibility for removi ng 
any stressful after-effects of the research. 

 
 
CONCLUSIONS 
 
     The type of observation used will depend upon what 
the researcher is seeking to discover. The controll ed 
observation of Masters and Johnson is best for stud ying 
the physiological aspects of sexual behaviour, whil e PO 
allowed Humphreys to discover more about the secret ive 
world of men who have sex with men (MSM). 
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RELIABILITY AND VALIDITY OF PSYCHOMETRIC 
INSTRUMENTS: THE EXAMPLE OF STUDENT 
EVALUATION OF TEACHING EFFECTIVENESS 
 
INTRODUCTION 
 
     Psychometric questionnaires are based upon the  
assumption that the answers given and the consequen t 
scores gained are accurate measures of behaviour. I n 
order to achieve this, such instruments undergo rig orous 
reliability and validity establishing. 
 
     This article outlines the main types of reliab ility 
and validity for psychometric instruments by lookin g at 
the example of student evaluation of teaching 
effectiveness (SETE). In the USA, in particular, st udents 
are asked to rate their lecturers in terms of quali ty of 
teaching, for example. Psychometric questionnaires used 
to do this have to show that the scores gained for 
lecturers are an accurate measure of teaching 
effectiveness rather than just the students' 
unsubstantiated opinions. This is the establishing of 
validity (ie the questionnaire measures what it cla ims to 
measure). While reliability is the consistency of t he 
questionnaire. 
     Theall and Franklin (2001) are confident about  
students' ratings: "No one else is as qualified to report 
on what transpired during the term simply because n o one 
else is present for as much of the term" (p48). 
 
     Marsh (1984) outlined the purpose of student 
evaluation of teaching as fourfold: 
 
i) As a "diagnostic feedback to faculty about the 
effectiveness of their teaching" (p707); 
 
ii) For use in teacher promotion decisions; 
 
iii) As information for students in selection of co urses; 
 
iv) To show the "outcome on a process description f or 
research or teaching" (p707). 
 
 
RELIABILITY OF STUDENT RATINGS 
 
     Here reliability refers to the fact that the r atings 
will measure the same score every time, ie the same  
lecturer producing the same quality lecture on two 
occasions will receive the same rating by the same 
student. 
     Table 9 shows the types of reliability for 
psychometric questionnaires. 
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Table 9 - Different types of reliability for psycho metric 
instruments. 
 
 
     Doyle (1975) listed the sources of reliability  
errors: 
 
i) Computational error  - eg putting the wrong 
instructor's name on ratings summary.  
 
ii) Rater's task  - ie problem with nature of the 
questions used. 
 
iii) Environment - physical or social environment. 
 
iv) Rater - lacks motivation or memory problems, as  well 
as: 
� Halo effect: overall impression influences specific  

rating items. 
� Leniency error: tendency to rate higher when known that 

ratings being used for promotion purposes. 
� Central tendency: inclination for mid-point on scal e. 
� Proximity error: rate adjacent items similarly. 
� Contrast error: projection of own deficiencies on t o 

ratee. 
� Logical error: rating traits that "ought" to go 

together.  
 
     The first study of reliability came from Guthr ie 
(1927). Two hundred and eighty-five psychology stud ents 
ranked lecturers at the University of Washington, a nd 

TYPE OF RELIABILITY  DESCRIPTION 

Internal 
 
1. Split-halves 
a. odd and even questions 
b. all possible split-
halves 
 
2. Parallel/multiple forms 
a. with time interval 
b. without time interval 
 
3. Item analysis  

 
 
- Correlation between 
scores on two halves of 
test 
 
 
- Correlation between 
scores on two versions of 
same test 
 
- Ability of each item to 
discriminate between high 
and low scorers  

External 
 
Test-retest 
- immediate or later 
 

 
 
- Correlation of scores 
between same test repeated 
at different times  
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then again two weeks later. A correlation of r = 0. 89 was 
found.  
     In Britain, Foy (1969) followed up his study w ith 
Cooper (Cooper and Foy 1967), due to objections abo ut the 
original findings on an ideal lecturer. A different  group 
of students used the same check-list as the first s tudy, 
and there was a correlation of 0.93 between the two  
ratings (1 in 2000 possibility of a chance correlat ion as  
high as that). This seems the most straightforward 
evidence of the reliability of an instrument.  
 
 
Methods Used to Establish Reliability 
 
1. Internal Consistency  
      
     The aim is to correlate various questions with in the  
instrument. Using for example, odd-even or split-ha lf, 
and coefficient alpha (Cronbach 1951) or Kuder-Rich ardson 
formulas (Kuder and Richardson 1937). 
 
     Feldman (1977) reports an extension of this 
approach, where two mean scores for a particular it em can 
be obtained by randomly dividing a class in half. M ost of 
the commonly used instruments report reliability 
coefficients over 0.50.  
 
 
2. Test-Retest 
 
     Here the rating instrument is given to the sam e 
subjects at two different times. The aim being to 
correlate the two scores of each subject.  
 
     But the instructor may change between 
administrations of the instrument, and so a small 
correlation will suggest that the instrument is uns table. 
This method is also criticised for "being a test of  the 
student's memory instead of being a measure of 
reliability" (Frey 1978 p85). 
 
 
3. Mean Ratings  
 
     It is assumed that mean ratings of instructors  
should be different, because the instructors displa y 
different teaching behaviour. If the means are simi lar or 
identical, the ratings are seen as biased.  
     But the assumption that instructors do differ is 
open to question.  
 
     Frey (1978) used a variation of this method. H e 
chose a sample of the data representing instructors  who 
had taught three or more classes (with 10 + student s in 
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each), which had filled in ratings. Variance estima tes 
were calculated for differences among instructors, and 
differences among classes within instructors - inte r 
rater agreement. A formula used showed the proporti on of 
observed variance due to differences in instructor.  
 
 
4. Analysis of Variance (ANOVA) 
 
     Proposed by Guilford (1954): rather than attem pting 
to remove potential bias, it aims to identify the 
contribution of bias to the final rating, and adjus t for 
it. Obviously, this has advantages because some pot ential 
biases cannot be easily separated, like the halo ef fect.  
     Treffinger and Feldhusen (1970), using this me thod, 
found that the halo effect only accounted for 10% o f the 
variance in students' ratings (quoted in Doyle 1975  p43). 
  
 
5.Inter-Rater Reliability 
 
     This looks at the consistency of ratings among  
people. Reliability here is when all raters in a gr oup 
give the same pattern of responses. Usually estimat ed by 
intraclass correlation coefficients, ie the compari son of 
ratings within one class of one lecturer with ratin gs of 
different instructors. Because it is sensitive to t he 
number of raters, Centra (1979) suggested intraclas s 
correlations of .70s for ten raters through to .90s  for  
twenty. 
 
     Feldman (1977) makes a number of points about 
interpreting the reliability coefficients: 
 
     i) "reliability coefficients of individual rat ings 
indicate the degree of general or relative consiste ncy 
among raters; they do not measure exact or absolute  
agreement" (p229); 
 
     ii) inter-rater agreement is only the degree t o 
which independent raters give the same rating for t he 
same lecturer; 
 
     iii) inter-rater reliablity is "the degree to which 
the ratings by different raters are proportional wh en 
expressed as deviations from their means" (p229); 
 
     iv) the reliability coefficients of average co llege 
student ratings may be high, but this does not mean  that 
individual students within the classes are highly 
consistent in their ratings; 
 
     v) consistency in ratings among students may n ot be 
a good basis for estimating individual ratings or a verage 
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ratings reliability, particularly if the aim is to 
compare ratings across situations.  
     Guthrie (1927) suggested that student ratings agree 
at the end of the term because of greater exposure to the 
lecturer, or student gossip. 
 
     Overall, establishing reliability of a psychom etric 
questionnaire is probably easier than establishing 
validity. 
 
 
VALIDITY OF STUDENT RATINGS 
 
     Do students know a good lecturer, ie are stude nt 
ratings actually measuring good teaching? Here vali dity 
means that the ratings are an accurate assessment o f 
teaching quality, not other factors, like class siz e or 
personality of student. There are different types o f 
validity (table 10). 
 

 
 
Table 10 - Different types of validity for psychome tric 
questionnaires. 
 
 
     McBean and Al-Nassri (1982) noted that "studen ts 
strongly believed that student evaluations do measu re 
teacher effectiveness ... while faculty only slight ly 
agreed" (p278). This statement can be said to show face 

TYPES OF VALIDITY  DESCRIPTION 

Face  Based on commonsense; the 
items appear valid  

Content  Sophisticated version of 
face validity; experts see 
the items as valid  

Criterion 
 
a. Predictive 
 
b. Concurrent  

 
a. Correlation of test 
score with future 
performance  
b. Correlation of test 
score with another test of 
same thing  

Construct  Correlation of test score 
with behavioural measure of 
same thing  

Discriminant  Correlation of test score 
with different measures of 
same behaviour (some 
expected and some 
unexpected); extension of 
construct validity  
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validity. Some would argue, though, that this is on ly 
valid as an indicator of student satisfaction. 
 
 
Criterion Validity 
 
     This concentrates on the relationship of ratin gs 
with other objective measures. The most common meas ure 
used is student learning (usually defined as the gr ade in 
the course examination).  
  
     In a now famous study in "Science", Rodin and Rodin 
(1972) found a negative correlation between the amo unt 
learned from classes, and their rating of the teach er. 
The Rodins used a subjective rating of the lecturer , and 
an objective measure of the amount of calculus lear ned. 
The conclusion of r = -0.75 correlation threatened the 
validity of students' evaluation ratings. 
     But subsequent studies have consistently found  
positive correlations. Frey (1978) outlined a numbe r of 
problems with the Rodins study - for example, study  based 
on teaching assistants rather than teachers who gav e the 
main lectures. Further on in his article, after rev iewing 
the studies since Rodins, Frey pointed out the need  to 
study the "regular instructors", and to use " a rat ing 
form which emphasises the appropriate teaching trai ts" 
(p75). 
 
     Frey (1978) in testing the validity of the two  
dimensions of "skill" and "rapport" of the Instruct ional 
Rating Card (Frey et al 1975), correlated each with  
examination scores. Using a course divided into mul tiple 
sections, taught by different instructors, but with  a 
common syllabus, textbook, and examination. The med ian 
correlations were different: for the "skill" factor , it 
was r = 0.81 but for "rapport" it was  r = 0.29. "T he two 
rating factors are clearly not the same in their ab ility 
to indicate which teachers were most effective in  
preparing their students for the final examination"  (p87) 
6. 
 
     Doyle (1983) has his problems with using a stu dent  
achievement test as the criterion for establishing the 
validity of student ratings of instruction: 
 
     i) some characteristics of teaching are not li nked 
to test scores - eg "clarity" and "rapport"; 
 
     ii) it is assumed that the relationship is a l inear 
one and thus the Pearson product-moment correlation  can 

6 More recently, Spooren and Mortelmans (2006) have identified an underlying factor called "teacher 
professionalism". 
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be used. But it is possible that it is a non-linear  
relationship between student achievement and studen t 
ratings of instruction; 
 
     iii) which unit of analysis should be used:  
 
     a) pooled within-class analysis (individual ra tings 
in each section of the course, and average across 
course);  
     b) between-sections analysis (mean ratings of 
evaluation items across course);  
     c) total-class approach (individual ratings).  
     Doyle prefers the first approach; 
 
     iv) if participants are randomly divided into 
sections of the course, then the generalizability o f 
findings are limited.  
 
     Emery et al (2003) revisited many of these pro blems 
and others. 
 
     The main alternative to final grade is to use 
students' gains in knowledge. But there are problem s in 
how to measure the gain.  
     Marsh and Overall (1980) tried to combine both  
criteria. They used final examination grade, abilit y to 
apply course material, and inclination to pursue th e 
subject further. The first is seen as a cognitive 
criterion, while the other two are self-reported 
affective criteria. The students used were taking a  
course in computer programming. The authors, accept ing 
methodological weaknesses, felt that more than one 
construct must be used to establish validity. "Ther efore, 
because there is no universally accepted criterion of 
effective teaching, the validation of any teaching 
effectiveness measure must focus on a wide range of  
indicators" (p474). 
 
     Obviously, the higher the correlation, the bet ter 
for validation. But validity will be specific to a 
particular situation, and "must always be evaluated  in 
relation to a situation as similar as possible to t he one 
in which the measure is to be used" (Thorndike and Hagen 
1977 p69). 
 
 
Construct Validity 
 
     For some researchers, criterion validity is no t a  
satisfactory method to establish the validity of st udent 
ratings of instruction because effective teaching i s a 
construct. Thus for them construct validation is th e best 
method.  
     The main aim is to correlate multiple indicato rs of 
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effective teaching. For example, student ratings an d 
various criteria assessed for convergent and discri minant 
validity.  
 
     Howard et al (1985) used this method to establ ish 
teaching effectiveness using student ratings, colle agues 
ratings, teacher self-ratings, former-student ratin gs, 
and trained observers. Ratings by current and forme r 
students were most effective.   
     The main criteria used in construct validation  are 
self-evaluation by the lecturer, colleagues' evalua tion, 
external observers, administrators, former students ' 
evaluations, and the research productivity of lectu rers.  
 
 
1.Lecturer Self-Rating 
 
     There is a general tendency for instructors to  rate  
themselves more favourably than their students do. But 
there is agreement on instructor's strengths and 
weaknesses.  
     Centra (1972) found differences also between 
faculties: instructors in natural sciences rated ef fort 
needed for their course less than did the students,  while 
education, business, home economics, and nursing  
instructors were the opposite.  
     Marsh (1982), quoting his own studies, found 
correlations of r = 0.41 for undergraduate ratings,  and r 
= 0.39 for postgraduate ratings, with lecturer's se lf-
evaluation.  
 
 
2.Ratings by Colleagues 
 
     In their early literature review, Costin et al  
(1971) found correlations between 0.30 and 0.63 for  
students' ratings and colleagues' ratings.  
     But in most cases, colleagues' ratings are not  based 
on sitting through the lecture, but on "student hea rsay, 
on the observation of the presumed effects of instr uction 
... and on inferences from their personal acquainta nces 
(with the colleagues)" (Guthrie 1949 p113).  
 
     Ballard, Reardon and Nelson (1976) found 
correlations that ranged from 0.62 to 0.84. Studies  based 
on colleagues actual visitation to the classroom ar e 
limited.  
     Furthermore, there is the problem that the pre sence 
of an observer can change the classroom situation -  for 
example, by effecting the performance of the lectur er.  
     Murray (1980) argued that peer ratings are "le ss 
sensitive, reliable and valid" (p45) than student 
ratings. 
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3.Observation by External Observers 
 
     Murray (1980) felt that student ratings "can b e 
accurately predicted from outside observer reports of 
specific classroom teaching behaviours" (p31). The 
feeling is that trained observers are best, and 
particularly if they concentrate on specific  
behaviour (eg clarity-related behaviour: number of false 
starts or halts in speech, redundantly spoken words , and 
tangles in words) (Marsh 1984). 
 
 
4.Administrators' View 
 
     Cotsonas and Kaiser (1962) used clinical stude nts in 
a medical school, and compared their ratings with 
departmental administrators. The former tended to s tress 
the attitude towards students, and teaching skill, while 
the latter stressed knowledge. The authors suggeste d that 
the administrators noted the knowledge of the lectu rer, 
and then assumed the other abilities ("halo effect" ). It 
would also seem that the administrators took into a ccount 
more than just classroom behaviour, but also their  
general judgments about the lecturer. 
 
 
5.Retrospective Ratings of Alumni 
 
     Graduating students were asked to nominate "mo st  
outstanding" and "least outstanding" lecturers in t heir  
departments. Then undergraduates were asked to rate  the 
nominated lecturers. Results indicated that the "mo st 
outstanding" lecturers were rated higher than the " least 
outstanding". A correlation of r = 0.82 between 
graduates' and undergraduates' choices of most and least 
outstanding (Marsh 1977). 
 
     Gaski (1987) urged caution when using former 
students' ratings for validity purposes because "th e 
similarity between the student and former student 
teaching evaluations can be explained if the primar y 
determinant of the former student ratings is former  
students' recollection of the assessment they made when  
they were current students of the given instructor one or 
two years earlier" (p329). 
 
 
6.Research Productivity 
 
     Blackburn (1974) suggested research and effect ive 
teaching were opposites. For example, McDaniel and 
Feldhusen (1970) found significant a negative corre lation 
between first authorship of books and students' rat ings 
of teaching. But a significant positive correlation  
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between second authorship of professional articles and 
rating of teaching. 
     Marsh (1984) finds no correlation or a small 
positive correlation between the two. "Although the se 
findings seem to neither support nor refute the val idity 
of student ratings, they do demonstrate that measur es of 
research productivity cannot be used to infer teach ing 
effectiveness or vice versa" (p729). 
 
     Feldman (1989) undertook a detailed literature  
review of the North American studies comparing over all 
ratings of teaching effectiveness made by current a nd 
former students, lecturers' colleagues, administrat ors, 
external (neutral) observers, and teachers' self-
evaluation. The results are summarised in table 11.  
     Feldman concluded that there was similarity be tween 
various raters, in this order: current students and  
colleagues; current students and administrators; 
colleagues and administrators (similar in relative 
assessment, but not in absolute assessment); self-
evaluation and current students; self-evaluation an d  
colleagues. For the other relationships, there were  not 
enough studies to determine. 
     Berk (2005), more recently, extended this type  of 
analysis using twelve sources of evidence. 
 
 
Method Used   Current   Former    External  Colleag ue Adminis- 
              Students  Students  Observers           trators 
 
Current  
Students                +.69(6)*  +.50(5)*  +.55(14 )* +.39(11)* 
 
Former  
Students                          +.08(1)   +.33(1)    no cases 
 
External  
Observers                                   -.12(1)    no cases 
 
Colleague                                             +.48(5)* 
 
Administrators 
 
(* = significant correlation p<0.001 two-tailed. Th e number in () is number of studies 
found) 

 
Table 11 - Summary of the studies found by Feldman (1989) 
showing a correlation between different methods of 
assessing teaching effectiveness.  
 
 
Use of MTMM 
   
     A number of criteria are used under the headin g of 
the Multi-Trait Multi-Method (MTMM) approach (Campb ell 
and Fiske 1959). The use of a number of methods to 
measure one trait/construct allows correlations to be 
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made; thus producing a MTMM matrix. It allows the 
estimation of variance due to traits or methods, an d of  
unique or error variance. 
     It is possible to show convergent validity 
(correlation between items that should go together)  and 
divergent validity (small or no correlation between  items 
that should not go together). This method allows th e 
research to estimate the effects of bias; for examp le, 
method bias (large correlation between variables be cause 
of the method used). 
 
     Murphy and Davidshofer (1988) summarised three  
points that a test will possess as established 
effectively by MTMM: 
 
     1.Scores on the test will be consistent with  
     scores obtained using other measures of the sa me  
     construct. 
     2.The test will yield scores that are not  
     correlated with measures that are theoreticall y  
     unrelated to the construct being measured. 
     3. The method of measurement employed by the t est  
     shows little evidence of bias (p106). 
 
 
     In their original article, Campbell and Fiske 
proposed a series of rules to follow for evaluating  
convergent and discriminant validity: 
 
     1. The convergent validity coefficients should  be  
     statistically significant and sufficiently  
     different from zero to warrant further examina tion  
     of the validity. 
     2. The convergent validities should be higher than  
     correlations between different traits assessed  by  
     different methods. 
     3. The convergent validities should be higher than  
     correlations between different traits assessed  by  
     the same method. 
     4. The pattern of correlations between differe nt  
     traits should be similar for each of the diffe rent  
     methods (quoted in Marsh and Hocevar 1983 p233 ). 
 
 
     The above rules have been criticised. Firstly,  over 
what constitutes a satisfactory result. 
     Secondly, the use of correlations based on obs erved  
variables to draw conclusions about underlying fact ors 
(Kenny and Kashy 1992). 
 
     Attempts have been made to establish validity by 
using large multi-section courses, where different groups 
of students are presented the same material by diff erent 
instructors.  
     Ideally the following controls should be used:  
 
�  many sections to the course;  
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�  random assignment of students to the sections;  
�  pre-test measures used;  
�  each section taught by separate instructors;  
�  the final examination graded externally;  
�  common textbooks among the sections (Marsh 1984).  
 
     Validity is then assessed by correlating the s tudent 
ratings in each section. 
 
 
CONCLUSIONS 
 
     Centra (2003) believed that SETE instruments a re 
reliable and stable, and valid when compared with s tudent 
learning. 
 
     The question of establishing validity has beco me a  
methodological issue debated in the literature, 
particularly around the use of criterion validity 
(established through multi-section courses) or cons truct 
validity (established using MTMM).  
     However, taking into account the weaknesses of  the 
use of the different criteria, it is fair to say th at 
student ratings of instruction are valid. But the 
criteria used are validity measures of what?   
     Feldman (1977) looked at the purpose of the ra tings 
- if it is to obtain objective descriptions of teac hers, 
there may be a problem, but not if it is to measure  
students' subjective responses.  
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THE USE OF COMPLEX EXPERIMENTS IN SOCIAL 
PSYCHOLOGY 
 
     Students are taught about the experiment in so cial 
psychology based around a single independent variab le 
(IV) and a single dependent variable (DV). In reali ty, 
research involves more complex experiments with mul tiple 
IVs at the same time, or many parts or stages to th e 
experiment. 
 
     Complex experiments have their own strengths a nd 
weaknesses in relation to simple, single IV experim ents 
(table 12). 
 
 

 
 
Table 12 - Advantages and disadvantages of using co mplex 
experiments in social psychology. 
 
 
 
 
 

ADVANTAGES DISADVANTAGES 

1. General advantages of 
the experiment 
- control of variables 
- establishing causality 
- replication 
 
2. Allows study of complex 
behaviour beyond single 
variables 
 
3. In reality, a number of 
factors influence behaviour 
and having more than one IV 
can reflect this 
 
4. Performing one 
experiment with two IVs 
saves time and needs less 
participants than two 
experiments with one IV 
each 
 
5. Complex experiments with 
many parts can hide the 
real purpose from 
participants and thereby 
reduce demand 
characteristics 

1. General disadvantages of 
the experiment 
- artificial situation 
- demand characteristics 
- experimenter effects 
 
2. Assumptions made about 
each IV when more than one 
IV involved 
 
3. Concerns about validity 
of measures 
 
4. Loss of precise control 
as complexity increases 
 
5. Many parts to the 
experiment may produce 
problems, like fatigue or 
drop-outs, particularly if 
the experiment takes a long 
time 
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TWO EXAMPLES FROM THE RESEARCH INTO ATTITUDES AND 
DECISION-MAKING 
 
1. Sanbonmatsu and Fazio (quoted in Fazio 1990) 
 
     This research is based around the accessibilit y of 
attitudes and how they influence decision-making an d 
behaviour. 
 
     Fazio (1990) developed the idea of automatic 
accessibility of attitudes in his MODE model (motiv ation, 
opportunity and determinants). Motivation and oppor tunity 
determine whether spontaneous or deliberate process ing 
occurs. In other words, whether there is considerat ion of 
the link between attitudes and behaviour depends on  
motivation (eg cost of inconsistency) and opportuni ty (eg 
immediate decision required). 
 
     Sanbonmatsu and Fazio designed a complex lab 
experiment to test this theory. Participants were t old 
about two department stores, Smith's and Brown's. M ost  
of the information about Smith's was positive, and most 
about Brown's was negative. But then participants w ere 
told about the camera department in each store usin g the 
opposite criteria (ie mostly negative about Smith's  and 
positive about Brown's). The task was to buy a came ra.  
     Under spontaneous processing, the participants  would 
choose Smith's because the general information was 
positive, and the individual does not think about t heir 
behaviour in detail here. But under deliberate 
processing, Brown's would be the choice because the  
individual is thinking about their behaviour more ( table 
13). 
 
 
                        BROWN'S             SMITH'S  
 
General information     negative            positiv e 
Camera department       positive            negativ e 
 
Type of processing 
     in choice          deliberate          spontan eous 
 
Table 13 - Deliberate and spontaneous processing. 
 
 
     But the experiment also varied the motivation (had 
to explain decision to group or not) and opportunit y 
(make immediate decision or time for reflection). O nly in 
the condition which allowed deliberate processing d id 
participants choose Brown's store to buy their came ra 
(table 14). 
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                   CONDITION 1         CONDITION 2 
 
Motivation         high                low 
Opportunity        reflection          immediate       
                                        decision 
 
Type of processing  deliberate          spontaneous  
 
     Decision           Brown's             Smith's  
 
High motivation = explain decision to group; low = no explanation for decision  

 
Table 14 - Different conditions in the experiment b y 
Sanbonmatsu and Fazio. 
 
 
Evaluation 
 
i) The IVs were: 
� Nature of information: positive general information  and 

negative camera department, negative general 
information and positive camera department, and two  
controls (positive/positive and negative/negative);  

� High and low motivation; 
� Opportunity for reflection or not. 
 
 
ii) Assumptions are made about the cognitive proces ses 
involved based on the decision taken. Individuals m ay 
have arrived at certain decisions but for different  
reasons to those suggested by the researchers. 
 
 
iii) Use of artificial scenarios. Individuals may b ehave 
differently in a real-life situation of buying a ca mera. 
Furthermore, attitudes to particular stores may not  be 
simply positive or negative, but a combination base d on 
other factors as well. In other words, attitudes ar e on a 
dimension rather than being a dichotomy. 
 
 
iv) The more complex the experiment becomes, there is a 
greater chance of participants realising what is 
happening and demand characteristics occurring. 
 
 
v) Statistical analysis in complex experiments usua lly 
involves analysis of variance (ANOVA) rather than t wo-
condition tests of difference like the Mann-Whitney  U 
test. 
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2. Perugini (2005) 
 
     Recent research into attitudes has distinguish ed 
between explicit and implicit attitudes (Wilson et al 
2000). Explicit attitudes are those that an  
individual expresses and is aware of, while implici t 
attitudes are automatic (and often outside of consc ious 
awareness).  
 
     One commonly used way of measuring the latter is the  
Implicit Association Test (IAT) (Greenwald et al 19 98). 
     This is a computer-based test using response t imes 
to pressing certain keys when words appear on the s creen. 
Pairs of words (which contrast like dog and spider)  are 
presented on the screen, and the task is to press a  right 
side key for dog or pleasant words and a left side key 
for spider or unpleasant words. The keys are then 
changed, so that right is for dog or unpleasant and  left 
for spider and pleasant, and the same words are pre sented 
again.  
     If the participant is slower in their reaction  time 
in the second version (ie spider/pleasant and 
dog/unpleasant) compared to the first version, this  is 
taken as evidence of an implicit positive attitude 
towards dogs relative to spiders.  
 
     Perugini (2005) performed two separate experim ents 
to test implicit and explicit attitudes and behavio ur 7. 
     This involved measuring implicit and explicit 
attitudes towards smoking among twenty-five smokers  and 
twenty-three non-smokers at the University of Essex . 
Explicit attitudes towards smoking and exercise wer e 
measured by a semantic differential scale containin g 
eleven pairs of adjectives (eg bad-good, calming- 
stressful, glamorous-ugly). 
     Implicit attitudes were measured by the IAT (u sing 
five steps - three being practice ones). In the fir st 
experimental step, the left key was used for words 
related to smoking (eg ashtray, lighter) or pleasan t (eg 
rainbow, smile), and the right key for exercise (ru n, 
swim) or unpleasant (eg pain, vomit) related words 
(figure 1).  
     In the final step, the right and left keys wer e 
switched. The IAT was calculated by taking the diff erence 
in reaction times between the two experimental step s, and 
the score showed an implicit positive attitude towa rds 
smoking compared to exercise. 
 
     Smokers had both more positive implicit and ex plicit  
attitudes towards smoking than non-smokers. But onl y 
explicit attitudes predicted whether the individual  was a 

7 Only experiment 1 is described here.  
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smoker or not (behaviour). This was especially true  for 
non-smokers. 
 
 

 
 
Figure 1 - How computer screen looked in Perugini ( 2005) 
experiment. 
 
 
Evaluation 
 
i) This experiment is complex not because of the nu mber 
of IVs, but because of the complexity of the proced ure 
for measuring implicit attitudes. Participants spen t time 
learning how to respond on the computer and their m ean 
reaction times were measured. Having five steps in the 
IAT allows the possibility of order effects. 
     This is where performance on the first part of  an 
experiment influences performance on the second par t 
through fatigue or boredom (slowing down performanc e) or 
practice (improving performance). 
 
 
ii) Concerns over the validity of the IAT. This is 
whether the test is measuring what it claims to mea sure 
ie hidden attitudes. The assumption is made that sl ower 
reaction time is evidence of implicit attitudes. 
 
 
iii) Measuring implicit attitudes also has two othe r 
problems (MacDonald et al 2005): 
     a) The scales used have low reliability compar ed to 
explicit attitude scales; 
     b) The context in which the attitude object is  
perceived can influence the implicit attitude in te sts 
like the IAT. 
 
 
iv) The use of a computer programme in the experime nt 
gives the researcher accurate reaction time measure ments 
which could not be made by hand. It also allows the  
collection of a large amount of data, and analysis for 
the difference in reaction times.  
 
 

SMOKING RELATED WORDS 
 
press "q" 

EXERCISE RELATED WORDS 
 
press "p" 
 

PLEASANT ASSOCIATED WORDS 
 
press "z" 

UNPLEASANT ASSOCIATED WORDS 
 
press "m" 
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v) Because participants were recruited openly as sm okers 
and non-smokers, it gives the possibility that they  could 
have realised the purpose of the experiment and cha nged 
their behaviour. However, it is claimed that the IA T 
overcomes deliberate manipulation of behaviour by 
participants. 
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STUDYING RECALL: FOUR DIFFERENT METHODS 
 
     Memory consists of components like acquisition  and 
storage, but the ultimate aspect of memory is recal l. 
This is the ability to retrieve information from th e 
memory stores when required. It has been studied in  a 
number of ways and this article focuses upon four o f 
them: 
 
i) Experiments 
ii) Quasi-experiments 
iii) Case studies 
iv) Qualitative methods 
 
 
EXPERIMENTS 
 
     Experiments are the backbone of cognitive psyc hology 
and of the study of recall. Its popularity is based  upon 
the ability to isolate variables and establish caus e and 
effect (table 15). 
     A "true" experiment, as opposed to a quasi-
experiment, has three elements: 
 
i) The random assignment of participants to conditi ons; 
ii) Standardised procedures; 
iii) Control over variables. 
 
 

 
 
Table 15 - Advantages and disadvantages of the expe riment 
for studying recall. 
 
 
     The experiment allows the researcher to measur e 
recall accurately. This is done in a number of ways : 
 
� Free recall - recall of items in any order unaided;  

ADVANTAGES DISADVANTAGES 

- Only method to establish 
cause and effect 
relationship between 
independent variable and 
dependent variable 
 
- Isolate and control over 
variables and participants 
 
- Replication possible 
 
- Measure recall precisely 
and allows for statistical 
analysis 

- Low ecological validity 
ie artificial recall tasks 
 
- Narrowness of independent 
variable and dependent 
variable ie memory studied 
out of context 
 
- Demand characteristics 
 
- Experimenter effects 
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� Cued recall - recall of items in any order aided by  
prompts (cues); 

� Recognition - recall of items from presented list t hat 
includes new items as well as items seen before; 

� Serial reproduction - recall of items in order 
presented; 

� Sternberg paradigm - recall of items after and befo re 
item presented in test. 

 
     In each case, there will be a clear system of 
scoring, like twenty words to remember. The quantit ative 
data is then analysed using statistical tests. 
 
 
Example: Very Long-Term Recall - Stanhope et al (19 93) 
 
     This experiment was centred around the recall of 
information about Charles Dickens' novel, "Hard Tim es", 
by Open University students. One hundred and fifty two 
volunteers, were recruited through the Open Univers ity 
student newspaper, who had studied the novel as par t of 
an Arts course. The sample ranged from three to thi rty-
nine months since taking the course. 
     The volunteers were sent a test about the nove l 
which they self-administered at home. Recall was sc ored 
in two key ways: 
 
a) Name and role recall of all characters (free rec all)  
     There were three possibilities: only name, onl y 
role, or both recalled. Roles were better recalled than 
names, and memory for both declined over time (1st 
twenty-seven months) and stabilised. 
 
b) Fact verification of fifty-four items (eg "Steph en's 
wife is a drunkard") as true or false (recognition)   
     Participants were asked to rate their confiden ce 
level for each answer also. Recall was best for hig hly 
important events and worst for low importance. 
 
     Qualitative data was also collected at the beg inning 
of the test in the form of a short paragraph about most 
vivid memories of the novel. 
 
 
Evaluation 
 
1. Sending participants questionnaires to fill in 
themselves was a lessening of control because the 
experimenters could not observe the process and ver ified 
individual answering of the questions from memory.  
 
2. Postal questionnaires allowed the recruitment of  a 
variety of participants from throughout the UK (age  range 
24-74 years) who had  studied the same material on the 



43 

 

Arts course. 
 
3. Of the 152 volunteers, only 140 (92%) returned t he 
test completed. Overall, 80% (111) of the volunteer s were 
female. The question is always about those who did not 
volunteer - is their recall similar to the sample? 
 
4. More ecologically valid use of memory than rando m word 
lists. 
 
5. Detailed piloting of test materials. A group of former 
Open University Arts students were tested beforehan d, and 
a matched group of non-Arts students tried the fact  
verification test. This control group was used to 
establish the chance (guessing) level score. The fa ct 
verification test was developed from a pool of 227 
statements rated by four Open University Arts tutor s as 
suitable. 
 
 
QUASI-EXPERIMENTS 
 
     Quasi-experiments are almost experiments, but do not 
have the randomisation of participants, for example , as 
with gender or age as the independent variable. It is as 
close as possible to an experiment when an experime nt is 
not possible (table 16). 
 
 

 
 
 Table 16 - Advantages and disadvantages of using q uasi-
experiments to study recall. 
 
 
Example: Autobiographical Memory - Herlihy et al (2 002) 
 
     The researchers were interested in the assumpt ion 

ADVANTAGES DISADVANTAGES 

- As close as possible to 
experiment (eg age 
differences in recall) 
 
- Controls independent 
variable rather than 
manipulates it 
 
- Gives clues to cause and 
effect if not the exact 
relationship 
 
- Better for real life 
studies or where the 
experiment cannot be used 

- Because not an 
experiment, caution about 
claiming causality 
 
- Not necessarily 
replicable 
 
- Often does not have a 
baseline measure 
 
- No randomisation of 
participants 
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that if recall is different in two separate intervi ews it 
is taken as a sign of fabrication. Specifically, "t he 
assumption that discrepancies in asylum seekers' ac counts 
of persecution mean that they are fabricating their  
stories" (p324). 
     Twenty-seven Kosovan Albanians and sixteen Bos nians 
seeking asylum in the UK (living in London) were in vited 
to take part. They were interviewed on two occasion s 
(varying between three to thirty-two weeks) by the same 
researcher (and interpreter) as part of a diagnosti c 
interview and treatment for post-traumatic stress 
disorder. Two key events (one traumatic and one non -
traumatic) were used as the focus in the second 
interview. 
     Discrepancies between the two accounts of the events 
were calculated, and rated by independent judges (f or 
inter-rater reliability). The discrepancy rate was "the 
number of discrepant details between answers at the  two 
interviews (including new information) divided by t he 
total number of units of information in the first 
interview", and was 0.32 overall. Not surprisingly,  there 
were significantly more discrepancies for periphera l 
details.  
 
     Discrepancies were linked to presence and degr ee of 
post-traumatic stress disorder rather than intentio n to 
deceive, argued the researchers. 
 
 
Evaluation 
 
1. No way of knowing if the events described ever 
happened as recalled. However, this was not the foc us of 
the researchers. 
 
2. Sample based upon those available. Overall, 23 
participants were men and twenty women. But four Bo snians 
did not undertake the second interview. 
 
3. Interviews by same researcher (Jane Herlihy) eac h 
time. 
 
4. Important area of research with implications for  
assessment of asylum seekers, which had a good leve l of 
control of variables. The research can suggest poss ible 
reasons for discrepancies in interviews but not the  cause 
because it was not a "true" experiment. 
 
5. The gap between the two interviews was longer fo r the 
Bosnian sample than the Kosovan group (mean 159 day s vs 
29 days). The difference in time was due to practic al 
reasons. It was not deliberate, and would have been  
unethical to be so. But a "true" experiment would 
manipulate and control all variables even this one.  
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     The length of time between interviews did prod uce 
more discrepancies for individuals with higher leve ls of 
post-traumatic stress disorder in the whole sample.  
 
 
CASE STUDIES 
 
     Case studies involve detailed collection of 
information about an individual or a small group of  
individuals. They provide richer data than experime nts 
(table 17). Case studies collect both quantitative and 
qualitative data. 
 
 

 
 
Table 17 - Advantages and disadvantages of using ca se 
studies to study recall. 
 
 
Example: Exceptional or Extraordinary Memory - Luri a 
(1968) 
 
     Luria studied "S.S" (Solomon Shereshevski), a thirty 
year old Russian man (at beginning of study) with a  
remarkable memory. He was studied since the 1920s.  
     Among his feats of memory, he could repeat bac k a 
list of up to seventy words (compared to less than twenty 
as the average) as well as repeat the list backward s or 
name words at any point in the list. He even rememb ered 
the list sixteen years later. 
     While he had perfect recall for 50 digits give n 
three minutes to study and 40 seconds to recall, bo th 
immediately and "several months" later. 
     He claimed to be able to remember details of e very 
conversation and book read, even in childhood. 
 
     There was a downside to having such a memory w hich 
included living in an inner world and appearing as a 
"dull, awkward, somewhat absent-minded fellow". 

ADVANTAGES DISADVANTAGES 

- Builds up detailed 
picture of the whole 
individual 
 
- Outstanding or rare cases 
can be studied, like 
individuals with 
exceptional memory 
 
- Helps to discover how 
past influences present 
 
- Not artificial 

- Not possible to 
generalise findings 
 
- Not possible to establish 
cause and effect 
 
- No replicability 
 
- Researcher may miss 
certain details and 
overemphasise others 
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Evaluation 
 
1. Though "S.S" had an exceptional memory, he also 
improved it more by using a mnemonic technique call ed 
method of loci. This involves remembering items by 
placing them (in the mind) along a familiar path (e g the 
way home from work), and replaying the path when re call 
is needed.  
     Wilding and Valentine (1994) interviewed 10 
competitors at the Second World Memory Championship s in 
1993. They distinguished three groups: 
 
� Individuals with ordinary memories who has improved  

with the efficient use of mnemonic strategies; 
� Individuals with naturally exceptional memories; 
� Individuals who combined both the above. 
 
2. "S.S" also had synaesthesia, which is where stim uli in 
one sense are experienced by another sense (eg colo urs 
look hot, sounds feel). 
 
3. He was studied in different ways including lab-b ased 
tests, and his own introspections. 
 
4. He was studied for thirty years from the time wh en he 
was a journalist through to a stage performer as a 
mnemonist. 
 
5. He was poor at using memory in same way as other  
people. For example when shown the matrix in figure  2, 
"he proceeded to recall the entire series of number s 
through his customary devices of visual recall, una ware 
that the numbers in the series progressed in a simp le 
logical sequence" (Luria 1969 quoted in Brace and R oth 
2002 p158). Most other people would recall the 
information based upon the pattern rather than simp le 
memory. 
 
 
          1    2    3    4 
          2    3    4    5 
          3    4    5    6 
          4    5    6    7 
          5    6    7    8 
          6    7    8    9 
 
Figure 2 - Extract of matrix used to test memory of  
"S.S". 
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QUALITATIVE METHODS 
 
     Traditional research on recall collects quanti tative 
data, but it is possible to have qualitative data a s well 
(case studies) or instead of (table 18). 
 
 

 
 
Table 18 - Advantages and disadvantages of using 
qualitative methods and data to study recall. 
 
 
Example: Joint or Collective Remembering - Edwards and 
Middleton (1986) 
 
     Edwards and Middleton applied the method and t heory 
of discourse analysis to produce a discursive model  of 
remembering (working within the framework of social  
constructionism).  
     They believed in the: 
 
     [I]mportance of studying remembering as a soci al activity  
     governed by the settings in which it occurs, s erving a  
     potentially large set of personal and interper sonal  
     functions in which the significance of past ex periences  
     for current purposes is generally of greater i mportance  
     than accuracy and completeness..(p423) 
 
 
      They asked eight 1st year psychology students at 
Loughborough university to recall the film "E.T", w hich 
they had all recently seen at the cinema: "Try and 
remember as much as you can of the film 'E.T' what 
happens in it, what the plot is, whatever is partic ularly 
memorable of it". The discussion was recorded, a ve rbatim 
transcript made, and discourse analysis applied.  
 
     From this analysis, three processes were 
highlighted: 
 
i) Framing and orientation - the establishment of 

ADVANTAGES DISADVANTAGES 

- Holistic focus, including 
social context, rather than 
just memory by itself 
 
- Studies memory in real-
life use, including social 
situations 
 
- More detailed than 
quantitative data 
 
- Can explore the meaning 
of memory to the individual 

- Not possible to test data 
statistically 
 
- Cannot generalise or 
replicate 
 
- Subjectivity of 
researcher  
 
- Tends not to measure 
recall precisely 
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criteria for the joint recall (framing), and how 
individuals locate themselves in the unfolding acco unt 
(orientation); 
 
ii) Correspondence functions - putting the ideas in to 
words (semantic function), and structuring the orde r of 
events (continuity function); 
 
iii) Validation function - how the joint account is  
agreed. 
 
 
Evaluation 
 
1. The emphasis throughout this work, and social  
constructionism generally, is away from memory as a n 
individual process to a:  
 
     [W]ider, distinctively social context of estab lishing a  
     mutuality of understanding between people, a s hared version  
     of past experience communicated through langua ge 
                         (Edwards and Middleton 198 6 p441). 
 
 
2. This is a real use of memory in a social situati on. 
But Roediger and Wheeler (1992) argued that, in fac t, it 
was as artificial as an experiment in its own way. 
 
3. This type of research moves away from traditiona l 
information-processing models of memory, and the 
artificial recall of word lists. 
 
4. It cannot distinguish between what are individua l 
memories and group memories. But, apart from in 
specialist situations like examinations, individual s work 
together to recall information, argued Edwards and 
Middleton. 
 
5. There is no truth of memory (ie what did really 
happen) with this approach because within social 
constructionism, memories are treated like  
other utterances (eg expressions of opinion) as act ions 
and are used to achieve certain things. To remember  an 
event is to tell a story.  
     For example, "family memories" are narratives which  
emphasise the common family identity as they talk a bout 
holiday snapshots (Edwards and Potter 1992). But th e 
memories are not fixed as correct or not (accurate/ not 
accurate). They are negotiated. Collective remember ing is 
a negotiation process, where there is no absolute t ruth 
of what did or did not happen. 
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